A.  Scientific Inquiry

Scientific inquiry is an objective problem solving method.  Objective means that it’s not  biased or influenced by someone’s personal beliefs.  Scientific inquiry can be used to study phenomena that can be observed and measured.  It can’t be used to study things that cannot be observed or measured objectively.

The process of scientific inquiry follows a basic pattern, or series of steps:


1)  make observation


2)  come up with possible explanation (hypothesis)


3)  make predictions based on hypothesis


4)  test predictions


5)  decide if results of test allow you to eliminate (reject) the hypothesis

This may sound very technical and complicated, but it’s a process that you use every day, already.  Here’s an example of how someone might use these steps (even if they aren’t aware of the terminology) to solve a common problem.

Joe goes to the parking lot after class, and finds that his car won’t start (the initial observation).  His brain immediately starts thinking about possible reasons that the car won’t start (battery is dead, battery has been stolen, starter is broken, no gas in tank, 

etc.).  These are the hypotheses.  Even if Joe isn’t using words like “observation”, “hypothesis”, “prediction” or “test” in his brain, he is following the steps described above.  He can’t fix the problem unless he knows what it is, so he starts trying to eliminate some of the hypotheses (he is narrowing down the possibilities).  He does this (probably unconsciously) by making predictions for each hypothesis and testing them.   The first two are easy to test: 

	hypothesis
	prediction
	test

	battery is dead
	if the battery is dead, the lights won’t work or will be very dim 
	turn on the car lights

	battery has been stolen
	if the battery has been stolen,

a)  there will be an empty space under the hood

b) the lights won’t work 
	a)  look to see if the battery is still there

b)  turn on the lights


If the lights come on and aren’t dim, then Joe can reject both of these hypotheses.  If the lights come on and are dim, Joe can eliminate the second hypothesis (stolen battery) and can probably accept the first hypothesis as the most likely cause of his problem.  If the lights don’t come on at all, then Joe has to do the other test for a stolen battery (look under the hood) before he can reject the first hypothesis (battery present but dead).  

The whole point of science is to try to reject as many hypotheses as possible.  Because we can never know for sure what the answer is, we try to get rid of as many wrong answers as possible in the meantime.  

In formal scientific situations, hypotheses are tested in controlled experiments (tests that can be accurately repeated).  Each controlled experiment looks at the effect of one variable (the independent variable) on some event or condition (the dependent variable).  So the independent variable is the factor being tested and the dependent variable is the factor being observed and measured.

In a controlled experiment all variables are kept the same except the one that is being tested.  The basic assumption is that the independent variable is causing some measurable change in the dependent variable.  Unless we use sophisticated experimental design and statistical methods, we can only test one independent variable at a time.  

Experiments are performed on relatively small groups of organisms that are called 

samples.  The individuals in the sample are usually split into an experimental group and a control group.  The independent variable is manipulated (see below) in the experimental group but not in the control group.  

The control is a group or situation that is exactly the same as the experimental group except they are not exposed to the experimental variable.  Their purpose is to be used as a basis for comparison with the experimental group.  Without a control we could never show that changes in the dependent variable are caused by the independent variable.  If, at the end of the experiment, the dependent variable for the experimental group differs from the dependent variable for the control group, then the difference is assumed to be caused by the independent variable.

	experimental group:
	control group:

	independent variable manipulated
	independent variable not manipulated*

	dependent variable measured
	dependent variable measured


*either the control group is not exposed to the independent variable OR the independent variable isn’t changed in the control group

Changes in the dependent variable are measured in both experimental and control groups during or after the experiment—measurements of these changes are called data.  After you finish an experiment, data from the experimental and control groups are compared.  If there is no significant difference, then we can probably conclude that the independent variable had no effect on the dependent variable and we should reject any hypothesis that says it did.  On the other hand, if there is a significant difference, we can say only that the difference between the two groups may be caused by the independent variable and we may fail to reject the hypothesis.  

Then what’s a significant difference?  The most common way to express significance is through a statement of probability.  If a statistical analysis reveals that there is a probability of 5% or less (0.05, 1 in 20 or less) that the results of the test could have occurred by chance (that the changes in the dependent variable were NOT caused by the independent variable).  Levels of 1% or 0.1% are obviously even better and would cause people to have more confidence in the correctness of the conclusions drawn from the test. 
